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Abstract: Spiking Neural Networks (SNNs) have recently emerged as an alternative to deep learning 
due to their huge energy efficiency benefits on neuromorphic hardware. In this presentation, I will 
talk about important techniques for training SNNs which bring a huge benefit in terms of latency, 
accuracy and even robustness. We will first delve into a recently proposed method Batch 
Normalization Through Time (BNTT) that allows us to train SNNs from scratch with very low latency 
and enables us to target interesting applications like video segmentation and beyond traditional 
learning scenarios, like federated training. Then, I will discuss novel architectures with temporal 
feedback connections discovered by SNNs by using neural architecture search that further lower 
latency, improve energy efficiency and point to interesting temporal effects. Finally, I will delve into 
the hardware perspective of SNNs when implemented on standard CMOS and compute-in-memory 
accelerators with our recently proposed SATA and SpikeSim tools. It turns out that the multiple 
timestep computation in SNNs can lead to extra memory overhead and repeated DRAM access that 
annuls all the compute-sparsity related advantages. I will highlight some techniques such as, 
membrane-potential sharing, early time-step exit that use the temporal dimension in SNNs to reduce 
the overhead.  
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